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Abstract The pollution of streams and rivers is a growing concern, and environmental guidance increas-
ingly suggests stream restoration to improve water quality. Solute retention in off-channel storage zones,
such as hyporheic zones and floodplains, is typically necessary for significant reaction to occur. Yet, the
effects of two common restoration techniques, in-stream structures and inset floodplains, on solute reten-
tion have not been rigorously compared. We used MIKE SHE to model hydraulics and solute transport in the
channel, on inset floodplains, and in structure-induced hyporheic zones of a third-order stream. We varied
hydraulic conditions (winter base flow, summer base flow, and stormflow), geology (hydraulic conductivity),
and stream restoration design parameters (inset floodplain length and presence of in-stream structures).
The in-stream structures induced hyporheic exchange for approximately 20% of the year (during summer
base flow) while inset floodplains were active for approximately 1% of the year (during stormflow). Flow
onto inset floodplains and residence times in both the channel and on the floodplains increased nonlinearly
with the fraction of bank with floodplains installed. The fraction of streamflow that flowed onto the inset
floodplains was 1–3 orders of magnitude higher than that which flowed through the structure-induced
hyporheic zone. Yet, residence times and mass storage in the hyporheic zone were 1–5 orders of magnitude
larger than that on individual inset floodplains. In our modeling, neither in-stream structures nor inset flood-
plains had sufficient percent flow and residence times simultaneously to have a substantial impact on dis-
solved contaminants flowing downstream.

1. Introduction

1.1. Stream Restoration Goals and Techniques
The degradation of streams and rivers in the U.S. is well documented [FISRWG, 1998], and stream restora-
tion is a flourishing industry [Bernhardt et al., 2005]. Typical objectives of restoration include improving
bank stability [Buchanan et al., 2012], aesthetics [Kondolf and Micheli, 1995], habitat creation [Box, 1996;
Roni et al., 2002], and water quality [Craig et al., 2008; Filoso and Palmer, 2011]. Stream restoration projects
are often implemented to mitigate impacts elsewhere [BenDor et al., 2009], to create habitat under the
Endangered Species Act [Roni et al., 2002], and increasingly to improve water quality under the Clean
Water Act [Copeland, 2006; Berg et al., 2014]. Stream restoration strategies such as channel realignment
[Mason et al., 2012], riparian planting [Roni et al., 2002], installation of in-stream structures [Hester and
Gooseff, 2010; Radspinner et al., 2010], and floodplain reconnection [Opperman et al., 2009] help meet mul-
tiple restoration objectives (including improving water quality), although they are often installed with a
single objective in mind.

Channel-spanning in-stream structures are a common feature of stream restoration projects, and include
rock cross vanes [Rosgen, 2001; Buchanan et al., 2012; Daniluk et al., 2012; Gordon et al., 2013], channel-
spanning logs [Sawyer et al., 2011; Sawyer and Cardenas, 2012], and steps [Chin et al., 2009; Endreny et al.,
2011a]. In-stream structures are typically installed for bed stabilization or habitat creation [FISRWG, 1998;
Rosgen, 2001]. They also create drops in the water surface, which induce hyporheic flow where short flow
paths leave and return to the surface stream [Wondzell and Swanson, 1996; Lautz and Siegel, 2006; Hester
and Doyle, 2008; Wondzell, 2011; Ward et al., 2012]. Such structure-induced ‘‘hyporheic flow cells’’ augment
similar exchange zones that occur naturally due to meander bends [Boano et al., 2006], pool-riffle sequences
[Storey et al., 2003], and turbulence over coarse substrate [Nagaoka and Ohgaki, 1990]. Hyporheic zones
have been much discussed for their promise of water quality benefits [Hester and Gooseff, 2010]. They create
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benthic or hyporheic habitat, cycle nutrients, attenuate pollutants, and moderate temperature—all of which
can improve the ecological health of a stream [Brunke and Gonser, 1997]. Potential water quality improve-
ments (e.g., denitrification) due to hyporheic flow are of particular interest for this study, though the hypo-
rheic zone can act as either a source or a sink of pollutants [Creswell et al., 2008; Zarnetske et al., 2011].

Inset floodplains (also known as in-channel benches, two-stage channels, berms, and incipient floodplains)
are narrow floodplain benches at some elevation above the channel bed but below the bankfull floodplain
[Royall et al., 2010]. Inset floodplains form naturally when streams are recovering from extreme bank erosion
linked to high flood frequencies [Royall et al., 2010] and are typically implemented by designers where
channel incision or floodplain sedimentation causes bankfull floodplains to be inundated infrequently.
Unlike bankfull floodplains that are typically inundated annually or biannually [Soar and Thorne, 2011], inset
floodplains are inundated several times during the course of the year. Bankfull floodplains act as either sour-
ces or sinks of pollutants (e.g., excess nitrate and phosphorous) for short duration floods [Haycock and Burt,
1993; Noe and Hupp, 2007; Heeren et al., 2011]. Relatively few studies have investigated pollutant removal
due specifically to inset floodplains although they have been found to retain organic material [Changxing
et al., 1999; Thoms and Olley, 2004]. Pollutant removal may be expected from the settlement of contami-
nated soil particles (e.g., phosphorous) due to reduced velocity on floodplains [Noe and Hupp, 2009]. Inset
floodplains also increase residence times of water (and therefore dissolved solute) relative to the channel,
and increase surface area where denitrifying microbes can grow at or below the surface water-groundwater
interface (benthic zone) [B€ohlke et al., 2004]. For example, microbial denitrification rates from the top 5 cm
of the soil from inset floodplains ranged from 0.02 to 6.7 mg N2O–N m22 h21 for a first-order stream in Indi-
ana [Roley et al., 2012b, 2012a].

1.2. Effects of Multiple Techniques on Solute Retention and Water Quality
A few studies have observed the effects of complementary stream restoration practices, including the
effects of riparian vegetation and baffles [Ensign and Doyle, 2005], adding stream features (e.g., pools and
riffles) and relocating a channel to its floodplain [Bukaveckas, 2007], different in-channel structures [Hines
and Hershey, 2011], as well as a series of in-channel techniques and riparian wetland creation [Filoso and
Palmer, 2011]. Other studies have observed how specific restoration design choices coupled with various
environmental factors affect residence times or solute retention in the hyporheic zone [Hester and Doyle,
2008; Sawyer et al., 2011] or inset floodplains [Roley et al., 2012a]. Yet, the differences between in-stream
structures and inset floodplains have not been analyzed to our knowledge. Clarifying and quantifying such
differences between the effects of stream restoration practices is vital because stream restoration can be
viewed by watershed managers as a single best management practice.

For significant reaction of channel-borne pollutants to occur, all reactants must be present [Schnoor, 1996],
there must be a sufficient residence time [Schnoor, 1996; Zarnetske et al., 2011, 2012], and a sufficient pro-
portion of streamflow must enter the retention zone (percent flow) [Wondzell, 2011]. The maximum pollu-
tant reaction potential of a system can be assessed by analyzing solute retention (percent flow and
residence time) and assuming all reactants are present. Pollution attenuation (e.g., denitrification) in river
networks is typically concentrated in small streams [Alexander et al., 2000]. The fraction of streamflow enter-
ing the hyporheic zone is often limited by hydraulic conductivity [Hester and Doyle, 2008], although resi-
dence times are generally sufficient for reactions to occur [Zarnetske et al., 2011, 2012]. Neither the fraction
of channel water traveling onto inset floodplains nor inset floodplain residence times have been analyzed
previously.

A significant portion of pollutants travel downstream during stormflows [Owens et al., 1991; Royer et al.,
2006], with some (e.g., phosphorous and fine sediment) moving downstream principally during stormflow,
while others (e.g., nitrate) are transported more evenly between storm and nonstorm events [Pionke et al.,
1999]. Stream restoration techniques will vary in their effects among these different flow regimes. Inset
floodplains by definition are only activated during storms and are disengaged during most of the year. By
contrast, in-stream structures lead to solute retention primarily during base flow [Wondzell and Swanson,
1996; Ward et al., 2012] by inducing hyporheic flow cells and in-channel backwater storage [Ensign and
Doyle, 2005; Hester and Doyle, 2008]. Hyporheic zones have been shown to be effective at attenuating pollu-
tants during base flow [Kim et al., 1995]. In-stream structures and inset floodplains may therefore
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complement each other in regards to when they are important (base flow versus stormflow), and what reac-
tion condition they maximize (e.g., residence time or percent of streamflow entering retention zone).

1.3. Objectives of Study
The aim of this study was to compare hyporheic solute retention induced by in-stream structures with sur-
face solute retention on inset floodplains. We numerically modeled surface water and groundwater hydraul-
ics and coupled conservative tracer transport for a 90 m reach of Stroubles Creek in Blacksburg, Virginia.
Our specific objectives were to determine how inset floodplain surface water solute retention and in-stream
structure-induced hyporheic solute retention differ in terms of (1) when during the year they are active; (2)
the proportion of streamflow expected to travel through the hyporheic zone or onto inset floodplains; (3)
the residence times of water in these off-channel storage zones; and (4) the mass of solute stored in these
zone. We analyzed these retention metrics while varying the restoration design parameters (e.g., inset flood-
plain length), geology, and hydraulic conditions.

2. Methods

2.1. Model Selection and Governing Equations
We used MIKE SHE, a finite difference integrated hydraulic model with coupled three-dimensional ground-
water and two-dimensional surface water flow [Graham and Butts, 2005; DHI, 2011]. The groundwater com-
ponent of MIKE SHE uses the groundwater flow equation:
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where Kxx is the hydraulic conductivity in the x direction (m/s), Kyy is the hydraulic conductivity in the y
direction (m/s), Kzz is the hydraulic conductivity in the z direction (m/s), h is the hydraulic head, Q is the
source/sink term (m3/s), and S is the storage coefficient (m21) [DHI, 2011]. MIKE SHE uses a fully implicit
three-dimensional finite difference algorithm to solve the groundwater flow equation [Graham and Butts,
2005]. The surface water component of MIKE SHE uses the two-dimensional diffusive wave approximation
of the Saint Venant equation solved using an explicit algorithm [Graham and Butts, 2005]. The full Saint Ven-
ant Equation in the downstream direction is:
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where x is the distance in the downstream direction (m), u is the velocity component in the x direction
(m/s), t is time (s), g is gravity (m/s2), h is the depth of water (m), Sf is the slope of the energy grade line
(dimensionless), and S0 is the channel slope (dimensionless) [Moussa and Bocquillon, 2000; Tsai, 2005]. The
terms above describe (i) local acceleration, (ii) convective acceleration, (iii) pressure gradient, (iv) friction,
and (v) gravity. For the transverse direction, equation (2) is written in terms of y (the distance in the trans-
verse direction) and v (the velocity in the y direction) instead of x and u, respectively [DHI, 2011].

The diffusive wave assumes that the local acceleration (i) and the convective acceleration (ii) can be disre-
garded, which is reasonable since the pressure gradient (iii) and the slope (v) are generally an order of mag-
nitude larger than these terms [Henderson, 1966]. In this study, hydraulics were run to steady state so the
local acceleration (i) is zero and only the convective acceleration (ii) is omitted. Generally, simplifications of
Saint Venant Equation lead to similar results to the full equation but take less time to run [Horritt and Bates,
2001]. The diffusive wave simplification has been used successfully in various studies where overbank flood-
ing occurs [Hromadka et al., 1985; Giammarco et al., 1996; Weill et al., 2009].

Solute transport is modeled in both surface water and groundwater in MIKE SHE using the advection-
dispersion equation:

Water Resources Research 10.1002/2013WR014400

AZINHEIRA ET AL. VC 2014. American Geophysical Union. All Rights Reserved. 3



@c
@t

52
@

@xi
cVið Þ1 @

@xi
Dij

@c
@xj

� �
1Rc i; j5x; y; z (3)

where c is the concentration of tracer (g/m3), Vi is the velocity tensor (m/s), Dij is the dispersion coefficient
(m2/s), and Rc is the sum of the sources and sinks (g/m3 s). Solute transport in saturated groundwater is
modeled in the longitudinal (x), transverse (y), and vertical (z) directions. A uniform c within a cell is
assumed for surface water solute transport, canceling out all vertical terms in equation (3).

2.2. Model Setup
2.2.1. Study Site
The study site is a 90 m long reach of a 1.5 km restored segment of Stroubles Creek, a third-order stream in
Blacksburg Virginia. Physical, hydraulic, and hydrologic properties were based on this site and were the
basis for scenario testing, although we did not perform model calibration or validation. The site is within
the Stream Research, Education, and Management Lab (StREAM Lab, www.bse.vt.edu/site/streamlab/index.
html) that has been monitored by the Virginia Tech Biological Systems Engineering Department since 2008
[Thompson et al., 2012]. The drainage area of the reach is approximately 15 km2, with primarily urban and
agricultural land use. Prior to restoration, inset floodplains were forming naturally at several meanders. As a
result, inset floodplains were incorporated into the restoration design along with riparian zone planting and
bank stabilization. Vegetation ranges from grasses to brush on the inset floodplains (Figure 1). Vegetation is
primarily grasses on the bankfull floodplain along with saplings planted during the restoration. The main
channel was designed to carry a natural bankfull event (�5.7 m3/s) [Keaton et al., 2005], but since the water-
shed is heavily developed, the inset floodplain widths were designed to carry recently observed top-of-
bank flows of �8.5 m3/s [Wynn et al., 2010]. There are currently no in-stream structures present. We chose
this location for our modeling study because (1) the drainage area was both urban and agricultural and was
therefore a typical candidate for restoration [FISRWG, 1998], (2) both natural and constructed inset flood-
plains were present, and (3) hydrologic data were available for model development.

2.2.2. Model Domain and Computational Grid
We determined the location and extent of the model domain based on the geometry of Stroubles Creek
and the availability of groundwater data. Restoration of 1.5 km of Stroubles was completed in early 2010,
including inset floodplains along a 500 m reach [Wynn et al., 2010]. Within this reach there is a transect of
six piezometer nests oriented perpendicularly to the channel with three nests extending east and three
extending west (all are single-zone wells with 15 cm openings). We used water level data from the four pie-
zometer nests closest to the stream to represent the groundwater conditions adjacent to the stream (B, C,

Figure 1. Representative reach of Stroubles Creek showing main channel, inset floodplain, and bankfull floodplain. The approximate chan-
nel and inset floodplain widths used for modeling are also displayed. Photograph by W. C. Hession.
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D, E in Figure 2). Each nest is composed of a shallow and a deep piezometer, although only the deep piez-
ometers were used for this study because the water table was often below the shallow piezometers. There
are intermittent water table data from this transect from 2010 to 2012, as well as approximately 1 year of
continuous data in 2010. The model domain extended laterally (perpendicularly to the channel) out to the
second piezometer nest away from the channel resulting in a model width of 75 m. This allowed hydraulic
data from these piezometers to be used as boundary conditions. The longitudinal model domain length
(100 m) was chosen to include a sufficient number of meanders for analysis of inset floodplains (four).

The grid discretization (1 m by 1 m) was selected as a compromise between model run time and a grid reso-
lution fine enough to adequately simulate structure-induced hyporheic flow and produce a relatively
smooth channel bed. The horizontal pattern of groundwater and surface water grids in MIKE SHE must be
identical [DHI, 2011], so both the surface water and groundwater grid were 1 m2 in the horizontal directions.
The surface water transport portion of the model was always the limiting factor for run times, and thus min-
imum possible surface water grid sizes were also used in the groundwater domain. Model run times were
several days at this resolution, and increased to over a week with a 0.5 m to 0.5 m grid which often caused
model or computer failure. In sum, this grid configuration was the only one that would allow us to address
our research objectives. With this grid resolution there were 102 rows, 77 columns, and 7850 cells.

Figure 2. Inset floodplain location and extent for all floodplain scenarios modeled. The model grid is displayed for a portion of the model
domain, and the location where the breakthrough tracer curve (BTC) is taken downstream of the inset floodplains is also shown. The size
of the in-stream structures is exaggerated.
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Layer thickness in the groundwater model domain was uniform in the vertical dimension but varied hori-
zontally. The groundwater layer thickness below the thalweg was set to 0.2 m. The lower extent of the
groundwater domain (5 m below the thalweg) was selected so that hyporheic flow was not affected by the
no-flow boundary at the bottom of the model domain. The number of vertical layers (25) was held constant
horizontally throughout the model domain such that the layers were thicker beneath the bankfull flood-
plain than beneath the channel.

2.2.3. Topography and Bathymetry, Including Inset Floodplains
We derived surface topography from seven stream cross sections surveyed in 2012 superimposed over a
LIDAR elevation grid from 2009 (prerestoration). The points were converted to a raster in ArcGIS, then
imported and interpolated to a 1 m by 1 m MIKE SHE elevation grid file. Inset floodplains were surveyed at
the restored reach of Stroubles Creek during the summer of 2012 using a Johnson Level and Tool electronic
self-leveling horizontal rotary laser level (40–6535). Seven transects were surveyed at approximately 50 m
intervals down the channel, with elevations measured at a maximum of 2 m horizontal intervals along the
transects. The thalweg as well as the edges of bankfull floodplains, inset floodplains, and the channel were
also surveyed at each transect.

To help generalize our results, we created a simplified channel-floodplain cross section by taking the aver-
ages of key geometric parameters from the seven surveyed cross sections. The channel top width used for
modeling was 3.5 m, the inset floodplain width was 3.0 m (Figure 1), and the slope from the inset floodplain
to the bankfull floodplain was 3:1 (horizontal: vertical). The bottom of the channel had a triangular cross sec-
tion that was 1.7 m wide and 0.15 m high. The average longitudinal channel slope of 0.0023 m/m was calcu-
lated from a 2011 StREAM Lab survey. Using an average slope removes pools and riffles where natural
hyporheic flow is expected. However, because this study focused on the effects of in-stream restoration
structures on hyporheic exchange, this simplification is appropriate. The prerestoration ‘‘incised’’ bank slope
(1:1.25) was used where inset floodplains were not present and was estimated from a 2009 StREAM Lab
stream survey. Elevation grids were created such that the inset floodplains were centered at meander
apexes, and 0, 10, 20, and 30 m in length (Figure 2). We also created a full inset floodplain scenario that
extended as far as the most downstream and upstream segments of the 30 m inset floodplains on both
banks without any breaks (the length for this scenario is 90 m). Inset floodplain lengths were generalized by
calculating

Fb5
LFP

LB
(4)

where Fb is the fraction of bank with inset floodplain (m/m), LFP is the total length of inset floodplain added
(m), and LB is the total length of stream bank (m). The five different floodplain scenarios discussed above
correspond to Fb of 0.00, 0.22, 0.44, 0.67, and 1.0, respectively. We superimposed the simplified cross sec-
tions over the LIDAR grid creating grid files with the existing LIDAR-derived topography overlaid with the
interpolated channel for each of the inset floodplain scenarios.

2.2.4. Surface Water Properties
There are three physical inputs for modeling surface water hydraulics and solute transport in MIKE SHE:
Manning’s roughness coefficient (n), the transverse dispersion coefficient (et), and the longitudinal disper-
sion coefficient [DHI, 2011]. We estimated n using the methods outlined by McCuen [2005] for the main
channel and from Arcement and Schneider [1989] for the inset floodplain. Both methods are based on chan-
nel and floodplain properties (i.e., regularity of channel, flow obstructions, variation of x sections, vegeta-
tion, and degree of meandering). GIS was used to calculate the sinuosity, and a field inspection was used to
estimate the remaining parameters. The channel n used for modeling was 0.03 and the inset floodplain n
during the summer was 0.07. We conducted a sensitivity analysis to confirm that varying n from our
assumed values did not affect our conclusions (see section 4).

We estimated et in the field using the method outlined by Fischer [1973] for side discharge of a conservative
visual tracer (i.e., suspended silt particles) using
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where L is the mixing length
(m), �u is the average stream
velocity (m/s), W is the channel
width (m), and et is the disper-
sion coefficient in the trans-
verse direction (m2/s). We
estimated the mixing length at
14 m, corresponding to a et of
0.04 m2/s, consistent with
other field studies [Fischer,

1973; Fischer et al., 1979]. We conducted a sensitivity analysis to confirm that varying et from our assumed
values did not significantly affect our conclusions (see section 4). When considering longitudinal mixing, the
effects of advection and longitudinal dispersion are additive [Fischer et al., 1979]. Since advective mixing is
approximately 40 times larger than longitudinal dispersion [Fischer et al., 1979], a longitudinal dispersion
coefficient of 0 was used.

2.2.5. Soil/Sediment Properties
We used two porous media textures in the model: clay loam (bank and floodplain soil) and silty-gravel
(streambed and aquifer, Figure 3). We selected values for hydraulic conductivity (K) from StREAM Lab field
slug tests performed in the summer of 2009 and from the accepted literature values [Holtz and Kovacs,
1981; Anderson and Woessner, 1992] (Table 1). We set the base case streambed and aquifer K to
1 3 1026 m/s. The location of the border between the two soil types was based on StREAM Lab soil borings,
and cells that included both soil types used a weighted average to calculate hydraulic properties. We varied
the K of the streambed and aquifer from that representative of silty-clay (1 3 1028 m/s) to coarse sand
(1 3 1024 m/s) [Holtz and Kovacs, 1981; Anderson and Woessner, 1992]. This represented urban and agricul-
tural streams where fine sediments are prevalent [Wood and Armitage, 1997; Calver, 2005]. We assumed the
streambed was homogeneous and isotropic, but acknowledge that soil in natural systems is typically heter-
ogeneous with preferential flow [Cardenas et al., 2004], including flow through macropores [Menichino et al.,
2014]. We did not vary the K of the bank and floodplain soil. We used accepted values from the literature
for porosity, specific yield, and specific storage [Freeze and Cherry, 1979; Holtz and Kovacs, 1981; Anderson
and Woessner, 1992]. Groundwater hydrodynamic dispersivities were set to representative values for local
dispersivity from the literature (Table 1) [Gelhar et al., 1992; Cirpka et al., 1999; Cirpka and Kitanidis, 2000;
Sawyer and Cardenas, 2012].

2.2.6. Boundary Conditions
All hydraulic boundary conditions were held constant (steady state) for both the surface water and ground-
water components of the system. For the groundwater portion of the model domain, we used a no-flow
boundary at the lower extent of the domain, and fixed head boundaries along the northern, southern, east-
ern, and western boundaries (Figure 2). We used two sets of groundwater fixed head boundary conditions
for this study, a summer steady state condition and a winter steady state condition. Both conditions were
estimated from StREAM Lab piezometer data from 2009 to 2012 (Table 2). During the summer of 2009, a
second piezometer transect was monitored 120 m downstream of the transect used for this study with

Storm
Flow

Summer
Baseflow

Winter
Baseflow

Bank & Floodplain
(Clay Loam)

Stream Bed &
Aquifer
(Varied in Study)

Summer Water
Table

Winter Water
Table

Top Five Layers
of Modeling Grid

Figure 3. Conceptual diagram of hydrological conditions and soil/sediment texture used in
model with five upper model layers shown. When multiple soil/sediment textures are pres-
ent in a single cell, a weighted average is calculated for all hydraulic properties.

Table 1. Summary of Base Case Soil Property Values Used for Hydraulic and Solute Transport Modeling

Description Bank and Floodplain Streambed and Aquifer

Soil type Clay loam Silty gravel
Hydraulic conductivity (K) (m/s) 1 3 1028 1 3 1026

Porosity 0.49 0.30
Specific storage (1/m) 0.001 0.0005
Specific yield 0.13 0.20
Longitudinal dispersivity (m) 0.01 0.01
Transverse dispersivity (m) 0.001 0.001

Water Resources Research 10.1002/2013WR014400

AZINHEIRA ET AL. VC 2014. American Geophysical Union. All Rights Reserved. 7



approximately the same orientation and spac-
ing. There was variation in the water table
depth below the ground surface from one
transect to the next for the inner piezometers
(i.e., piezometers C and D in Figure 2) of up to
1.3 m, while the variation in depth below the
ground surface for the outer piezometers (i.e.,
piezometers B and E in Figure 2) was less than
0.4 m during the period of record. As a result,
for the eastern and western boundaries we
assumed the water table was located at a con-

stant depth below the ground surface. In particular, we used the water table depths measured at piezome-
ters B and E, respectively, and varied the groundwater table elevation based on the topography. For the
northern fixed head boundary, we linearly interpolated the groundwater table using the water depth below
ground surface at piezometers B, C, D, and E and the stream level. For the southern boundary, we only used
the depth below ground surface indicated by the outer piezometers (i.e., B and E) and the stream level to
interpolate the groundwater table elevation.

The surface water flow component of the model required specified stages at the upstream and downstream
boundaries. A StREAM Lab stream gage is located 300 m upstream of the study site without any significant
tributaries in between. Three steady state stages were estimated using continuous data collected at this
gage from May 2011 to May 2012: summer base flow (flow depth of 0.1 m in the channel), winter base flow
(depth of 0.15 m), and stormflow (depth of 0.65 m). For the storm stage, we selected the median of all inset
floodplain activating stages (depth> 0.5 m) over the course of the gaging period. The existing site is closest
to the scenario with inset floodplain lengths of 20 m (Fb 5 0.44) with no in-stream structures, so we used
this case to calculate channel discharges by inputting each of the three steady state stages as boundary
conditions. Using this method, we found that the streamflows for summer base flow, winter base flow, and
stormflow were 0.025, 0.059, and 1.7 m3/s, respectively. These flows were held constant for all additional
model runs by adjusting the surface water boundary stage. These flows matched the existing stage-storage
relationship at Stroubles Creek reasonably well, although a rigorous analysis was not performed due to the
conceptual nature of this study.

We combined these surface water boundary conditions with the groundwater boundary conditions to pro-
duce three steady state sets of overall hydraulic boundary conditions (Figure 3). These scenarios were (1) a
summer base flow scenario (summer base flow with summer groundwater), (2) a winter base flow scenario
(winter base flow with winter groundwater), and (3) a stormflow scenario (stormflow with summer ground-
water). During the storm scenario, steady state surface water boundary conditions represent peak flows dur-
ing storms and steady state groundwater conditions represent situations where stormflows come from
upstream in the channel with an absence of local precipitation to raise hillslope groundwater levels.
Although unsaturated (vadose) zone processes were not modeled, during stormflow scenarios channel
water flowed onto the inset floodplains, which were situated over the unsaturated zone (Figure 3). In these
situations, MIKE SHE uses Darcy’s law to calculate the recharge from surface water to the saturated zone.
However, since the floodplain sediment is fine (K 5 1 3 1028 m/s) this recharge had a negligible effect on
the saturated zone over a storm duration. Hydraulic model mass balance errors were less than 0.2% for all
model runs.

For solute transport, we input a conservative tracer at the upstream surface water boundary (northern
model boundary) with a constant concentration of 1 g/m3 (Figure 2). The tracer was only added once the
hydraulic model had reached steady state. We used a step tracer increase for all solute tracer analyses, and
turned the tracer loading off after 10 min for stormflow scenarios to better visualize tailing effects due to
inset floodplains. We did not turn the tracer loading off for summer base flow (i.e., when the hyporheic
zone is engaged) because it took much longer to reach a steady state concentration.

2.2.7. In-Stream Structure Geometry
We based the geometry and spacing of in-stream structures on the literature data, model grid constraints,
and physical constraints. Spacing for in-stream structures typically varies from 10 to 200 m and scales with
stream discharge [Radspinner et al., 2010]. We calculated structure spacing for this study from cross vane

Table 2. Approximate Average Steady State Summer and Winter
Water Table Depths for Active Piezometers

Piezometer

Depth of Water Table Below Ground
Surface (m)

Winter Summer

B 0 1
C 0 1.2
D 0.5 1.4
E 0.2 1.3
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spacing from two studies with similar drainage areas to Stroubles Creek, scaled by discharge. The cross
vane spacing was approximately 100 m [Buchanan et al., 2012] and 150 m [Crispell and Endreny, 2009] for
streams with base flow discharge of 0.2 m3/s (estimated from USGS gaging station near Bethel Grove, NY)
and 0.05 m3/s [Crispell and Endreny, 2009], respectively. For a summer base flow of 0.025 m3/s at Stroubles
Creek this scaled to a spacing of approximately 15–75 m, with average of 45 m. This translates to two in-
stream structures over our 90 m reach where inset floodplain variation occurred. We used the 90 m reach
instead of the full reach so solute retention could be directly compared between inset floodplains and in-
stream structures.

The length of the in-stream structures (in the direction of channel flow) was 1 m due to the model grid reso-
lution, and the width of the structures (perpendicular to channel flow) varied depending on how channel
geometry intersected the square grid cells (2 or 3 m). We set the height of the structures (0.3 m) using the
methodology outlined by Rosgen [2001] that calculates the structure height based on the slope of the cross
vane arm from the bank to the channel. It is possible for in-stream structures to be partially submerged on
the downstream side due to other structures or geometric features [Chin, 2003; Anderson et al., 2005]. The
in-stream structure geometry and spacing used for this study resulted in such a partially submerged condi-
tion for the upstream structure but not the downstream one. The modeled structures therefore together
represent the range of possible conditions expected to occur. A vane slope of 4.5% (average of the 2–7%
range specified by Rosgen [2001]) was used. The in-stream structures are located where inset floodplains
are present to avoid additional negative impacts of construction activities [FISRWG, 1998], and because
4.5% slope from the prerestoration bank to the channel would lead to unrealistic structure heights (i.e.,
>0.5 m) based on the geometry of Stroubles Creek [Radspinner et al., 2010; Wynn et al., 2010]. There is con-
siderable variability in whether modeling studies do [Endreny et al., 2011a, 2011b] or do not [Lautz and Sie-
gel, 2006; Hester and Doyle, 2008] extend the impervious part of the in-stream structure down into the
sediment. For this study, the structures extended one computational layer (�0.2 m) into the subsurface.

2.2.8. Sensitivity Analysis
We performed a total of 14 model runs varying the hydraulic boundaries, hydraulic conductivity, inset flood-
plain length, and the presence of structures (Table 3). For each of these model runs, we used the n and et

estimated in the field. An analysis on the effect of n and et on our results is available as supporting informa-
tion. We also performed additional sensitivity analyses on groundwater level (for summer base flow stream
stage), and the stream stage (for summer base flow groundwater levels).

2.3. Modeling Output
2.3.1. Flow and Storage
We separated the surface water domain into two distinct components (main channel and inset floodplain)
and the groundwater into two components (hyporheic and nonhyporheic). The inset floodplains were
delineated based on the depth of water during stormflow, with the exception of cells where the majority of
the water flowing onto a floodplain cell immediately flowed back onto the channel (i.e., 90% of the flow
onto the inset floodplain immediately left again). With this delineation, the flow onto and off of the flood-
plains could be calculated using MIKE SHE flow output, and the volume could be calculated in the main
channel and inset floodplain using the depth results. The solute mass on the inset floodplain and in the
main channel was calculated similarly by multiplying the volume of water in each cell by its concentration
of tracer. For the purposes of this analysis, we considered the mass of solute located on the inset floodplains
to be storage (albeit for short periods of time).

Table 3. Parameters Varied for Sensitivity Analysis

Parameter Description Base Case Minimum Maximum Presence of Structures

Surface and groundwater hydraulic
boundaries

1. Summer base flow Summer base flow NA NA Run both with and without
2. Winter base flow
3. Stormflow

Streambed and aquifer sediment
hydraulic conductivity (K)

Varied from that of a coarse sand to a silty–clay 1 3 1026 m/s 1 3 1028 m/s 1 3 1024 m/s Run with structures only

Inset floodplain length Length of individual inset floodplain segment 20 m (Fb 5 0.44) 0 m (Fb 5 0.00) 90 m (Fb 5 1.0) Run with structures onlya

aWhen varying the surface and groundwater hydraulic boundaries, the stormflow scenario was run with and without structures for the base case inset floodplain length (20 m). No
effect was observed, so the analyses varying the floodplain length were only run with structures present. NA 5 not applicable.
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Given the gaining nature of the reach, we considered all groundwater cells with greater than 10% concen-
tration of conservative tracer to be potentially hyporheic [Lautz and Siegel, 2006], and double checked this
delineation approach using particle tracking. Ten particles were added to any groundwater cell that was
potentially hyporheic, and if any of those particles entered the channel downstream of the in-stream struc-
tures, the cells were considered hyporheic and were included for volume and mass calculations. The mass
of solute in groundwater cells was calculated as the product of the porosity, cell volume, and concentration
of solute tracer. In-stream structure-induced hyporheic flow was calculated by summing the flow for all
hyporheic cells (as defined above) downstream of the in-stream structures (i.e., the upwelling portion of the
hyporheic flow cells).

2.3.2. Residence Time
We exported conservative tracer breakthrough curves from the transport model to analyze solute moving
in surface water (i.e., in the channel and on the inset floodplains) and in groundwater (upwelling portion of
hyporheic flow cells). The time to 50%, 75%, and 99% of the steady state concentrations (i.e., t50, t75, and
t99) were calculated from the breakthrough curves, and were used to estimate residence times. We calcu-
lated t50, t75, and t99 in the main channel 2 m downstream of the downstream end of the full inset flood-
plain to approximate full reach residence times (Figure 2) and also at equally spaced intervals along the
channel. The reach residence time enhancement ratio due to the storage (RTER) was calculated by dividing
the residence times for a given Fb by the residence time when Fb 5 0. If adding inset floodplain segments
had no effect on the residence time the RTER would be 1, and if adding inset floodplain segments doubled
the residence time the RTER would be 2. The t50 was also calculated for the main channel for summer and
winter base flow scenarios to quantify surface storage due in-stream structures.

We calculated residence times on individual inset floodplains and within in-stream structure-induced hypo-
rheic flow cells using breakthrough curves at locations representing the center of solute mass flux exiting
the storage zones and returning to the channel. The total mass flux leaving an inset floodplain was calcu-
lated by multiplying cell tracer concentrations by flow leaving each cell and summing. The same methods
were used to calculate the mass flux in the hyporheic zone with the additional step of multiplying the result
by the porosity. The location of the cell at the center of solute mass flux exiting each storage zone was
found by tracking the mass flux for each cell along a storage zone boundary and comparing it to the total
storage zone mass flux.

2.3.3. Fraction of Year That Storage Occurs
We estimated the portion of the year when in-stream structure-induced hyporheic flow is expected at
Stroubles Creek by performing a sensitivity analysis on the groundwater levels for summer base flow sce-
narios. The groundwater level was used as an indicator of the degree of gaining of the stream due to the
availability of groundwater data. We performed this sensitivity analysis because the degree of gaining is the
strongest controlling variable for determining whether hyporheic flow will occur or not [Cardenas and Wil-
son, 2006; Lautz and Siegel, 2006; Hester and Doyle, 2008; Sawyer and Cardenas, 2012]. We then calculated
what percent of the year the groundwater levels were within the levels where hyporheic flow was
expected.

We performed an additional sensitivity analysis on the base flow stream stage. We did this to estimate the
stream stages when surface storage due to in-stream structures was expected. We estimated the portion of
the year where inset floodplains were active by calculating the total time that the stream stage measured at
the stream gage exceeded the inset floodplain elevation (0.5 m).

2.3.4. Scaling Equations
We derived a simple empirical equation to estimate the scaling effect between K and the fraction of stream-
flow that enters the in-stream structure-induced hyporheic zone:

QF-HZ5
ð9:231023ÞKLR

QCHANNEL
(6)

where QF-HZ is the fraction of streamflow that flows through the in-stream structure-induced hyporheic
zone (dimensionless), QCHANNEL is surface water flow in the channel (m3/s), K is the hydraulic conductivity
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(m/s), and LR is the length of restored reach (m) with two 0.3 m in-stream structures every 90 m, all for
summer base flow conditions at Stroubles Creek. Equation (6) can be written more generally as:

QF-HZ5
ðcKÞDsLR

QCHANNEL
(7)

where c is a hyporheic hydraulic coefficient (m2), Ds is the structure density (m21), and LR is the length of
restored reach with in-stream structure density Ds (m). For this study c is 0.41 m2 (from linear regression), Ds

is 2/90 m21, LR is 90 m, and QCHANNEL is 0.025 m3/s.

A simple scaling equation was also derived for the RTER with varying Fb:

RTER511LRb (8)

b5
0:0018ðFbÞ if Fb � 0:67

0:0018ð Þ 0:67ð Þ 2 0:0002ðFb20:67Þ if Fb > 0:67

(
(9)

where RTER is the reach residence time enhancement ratio due to inset floodplain installation (dimension-
less), LR is the length of reach where restoration takes place (m), b is the inset floodplain-main channel
exchange coefficient (m21) defined by equation (9), and Fb is the fraction of bank with inset floodplains.

3. Results

3.1. Exchange Flows With Storage Zones
For stormflow scenarios, water primarily flowed from the main channel onto the inset floodplains within
the upstream half of their shared boundary, and from the floodplain back into the channel within the down-
stream half (Figure 4). The fraction of channel flow that flowed onto the inset floodplains (QF-FP) across the
entire reach increased nonlinearly with fraction of bank with inset floodplain (Fb, Figure 5). QF-FP plateaued
when Fb was 0.67 (individual inset floodplain length of 30 m) with approximately 56% of the channel flow
spending some time on the floodplains. During summer and winter base flow scenarios there was no sur-
face water flow onto the inset floodplains (as expected).

Stroubles Creek was gaining during base flow scenarios in both the summer (Figure 6a) and winter (Figure
6b), but was more gaining in the winter due to higher groundwater levels. In-stream structure-induced
hyporheic flow occurred in summer but not in winter due to these differences in background groundwater
levels. There was no structure-induced hyporheic flow in winter, although the magnitude of upwelling
directly upstream of the structures decreased and the magnitude of upwelling directly downstream of the
structures increased relative to when no structures were present. The magnitude of hyporheic flow for the
downstream structure was larger than that of the upstream structure due to the larger head drop across
the structure (Figure 6c). This difference in head drop was in turn due to the upstream structure being par-
tially submerged by the backwater from the downstream structure. During stormflow the stream was gen-
erally losing, and the water depths in the channel upstream and downstream of in-stream structures were
the same such that in-stream structure-induced hyporheic flow did not occur. As anticipated by Darcy’s law
there was a linear increase (R2 5 1.00) in the fraction of channel flow that entered the in-stream structure-
induced hyporheic zone (QF-HZ) as hydraulic conductivity (K) increased for the summer base flow scenarios
(QF-HZ of 0.00003–0.003 for K of 1 3 1028 to 1 3 1024 m/s). We used linear regression of these results
(QF-HZ versus K, not shown) to calculate the regression coefficient used for equation (6).

3.2. Mass Storage
The mass of solute present on the inset floodplains increased with Fb, with a slight decrease in slope as Fb

approached 1.0 (Figure 5). We used the ratio of solute mass in the main channel to that present on the inset
floodplain to illustrate how the mass of solute on the floodplain compares to that in the channel. Less mass
was stored on the floodplains than was located in the channel for all Fb, with the mass on the floodplains
for Fb 5 1.0 (full inset floodplain) approaching 50%. For the stormflow scenario, the solute concentration
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present everywhere on the floodplains is the same as the upstream boundary condition (1 g/m3). As a
result, the mass of solute stored on the inset floodplains normalized by the mass of solute stored within the

main channel is nearly identical
to the floodplain water volume
storage normalized by main
channel volume.

For summer base flow scenar-
ios at steady state hydraulic
and transport conditions, there
was 3.9 times more water (by
volume) and 2.8 times more
mass of solute stored in the
structure-induced hyporheic
zone than in the channel. The
length and width of these two
hyporheic flow cells were larg-
est at the uppermost ground-
water layer (up to 20 m long
and 7 m wide) and decreased
with depth. Although
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hyporheic residence times are high, hyporheic flow does not exist at certain times of year (e.g., winter), and
storm events periodically interrupt hyporheic exchange. For these reasons, actual storage in the hyporheic
zone is generally expected to be less than this theoretical steady state summer maximum, and increases
with duration of base flow conditions. For example, when the duration of summer base flow increased from
10 to 60 days, the mass of tracer stored in the in-stream structure-induced hyporheic zone more than
doubled.

3.3. Residence Times
Channel residence times in the modeled reach were longest for summer base flow scenarios and shortest
for stormflow scenarios (Figure 7a). Residence times increased in the presence of structures during summer
and winter base flow scenarios but did not for the stormflow scenario. The largest change in median resi-
dence time due to adding structures occurred for summer base flow (factor of 3), followed by winter base
flow (factor of 2).

During storms, the time to reach a steady state concentration at the downstream location (and return to
baseline) increased as inset floodplains were added and as Fb increased (Figure 7b). The upper end of the
residence time distribution was most affected. The reach residence time enhancement ratio (RTER) for the
time to 50%, 75%, and 99% of the steady state concentrations (i.e., t50, t75, and t99) increased relative to
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when no floodplains were present (Figure 8). t99 linearly increased with Fb, while both the t50 and t75 leveled
off at Fb 5 0.67 and Fb 5 0.44, respectively.

The t50 RTER from adding inset floodplains increased with distance along the channel (e.g., for Fb 5 0.67 the
RTER after 25 feet was 1.02 and after 75 feet was 1.1). The increase in RTER when traveling downstream was
generally linear (0.94< R2< 0.97, not shown) with slight undulations associated with the complex flow
behavior of the floodplains as well as their locations along the stream. The RTER also increased with Fb for
values of Fb from 0.00 to 0.67. The RTER for Fb 5 0.67 is greater than the RTER for Fb 5 1.0 at some locations
along the channel and it is less in others. We used linear regression of these results (RTER versus distance
downstream) to calculate the regression coefficient used for equations (8) and (9). We used the b term to
account for the nonlinear increase in slope with Fb.

We also evaluated residence times on individual inset floodplains. We calculated the center of mass flux
exiting the floodplain by locating where half of the total mass flux that flowed onto an inset floodplain seg-
ment had exited the inset floodplain and reentered the channel (Figure 4). For an inset floodplain length of
20 m (Fb 5 0.44), the center of mass flux exiting each individual inset floodplain was located between 70%
and 90% of the floodplain length downstream from the upstream end of the floodplain (Figure 4). This per-
centage varied for other inset floodplain lengths, but was always between 60% and 90%. As the inset flood-
plain length (and consequently Fb) increased, it took longer for steady state solute concentrations to be
reached at the center of mass flux exiting the floodplain (Figure 9a). Compared to the location of the center

of mass flux leaving the flood-
plain, breakthrough tracer
curves toward the start of the
floodplains were steeper and
reached steady state faster,
while those toward the end
were less steep and reached
steady state slower (not
shown). Breakthrough tracer
curves shown in Figure 9a are
for the northernmost inset
floodplain segment so the
effect of travel time in the
channel is minimized. Never-
theless, to more accurately esti-
mate inset floodplain residence
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times, we corrected the inset floodplain t50 by subtracting the channel t50 for the adjacent channel for all inset
floodplain segments. The residence times on individual inset floodplains increased with the floodplain length
with a t50 of 0.79, 0.99, 1.02, and 1.35 minutes for Fb of 0.22, 0.44, 0.67, and 1.00, respectively.

Structure-induced hyporheic flow cells have a wide range of residence times. The majority (60%) of the
mass flux reentering the channel from the structure-induced hyporheic flow cells did so within 1 m
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downstream of the in-stream structures for steady state solute concentrations (Figure 10). We therefore esti-
mated the t50 in the hyporheic zone as the flux-weighted average t50 from the breakthrough tracer curves
for cells upwelling into the stream within 1 m of the in-stream structures (three cells at the upstream struc-
ture and two cells at the downstream structure). The breakthrough tracer curves with a t50 closest to the
flux-weighted average t50 of these five hyporheic cells (i.e., the model cells just downstream of each struc-
ture, Figure 10) are plotted for visualization in Figure 9b. It took longer to reach the steady state solute con-
centration for lower K. For example, steady state was reached at 40 days for K 5 1 3 1024 m/s, yet less than
1% of the steady state concentration was reached after 90 days for K 5 1 3 1027 m/s. The t50 increased
from approximately 6 to 300 days as K increased from 1 3 1024 to 1 3 1026 m/s.

3.4. Fraction of Year That Storage Occurs
In-stream structure-induced hyporheic flow only occurred when floodplain groundwater levels were rela-
tively low, thus reducing groundwater gaining in the channel. For the most recent full year of groundwater
data available (December 2009 to December 2010), this occurred for approximately 20% of the year, during
dry periods in the summer and early fall. By comparison, the inset floodplains were only active when the
stream stage was higher than the inset floodplain elevation (0.5 m above thalweg), or approximately 1% of
the year for the most recent full year of stream stage data (May 2011 to May 2012). The surface retention
due to in-stream structures increased the channel median residence time by at least 10% for flow depths
up to 0.35 m. Surface retention due to in-stream structures was expected for 90% of the year, also based on
data from May 2011 to May 2012. Surface retention due to in-stream structures was not expected during
storm events, but periods where flow was high enough to prevent such retention generally occurred for
less than 24 consecutive hours.

4. Discussion

4.1. Natural Controls on Hydraulics and Solute Retention
In-stream structure-induced hyporheic flow occurred for summer base flow scenarios but not winter base
flow or stormflow scenarios (Figure 6). Such seasonal variation was also found in Wondzell and Swanson
[1996] as the hyporheic flux through a gravel bar was 0.8% of streamflow for summer base flow, 0.02% for
winter base flow, and less than 0.01% during stormflow. Our study estimated a lower fraction of streamflow
entering the in-stream structure-induced hyporheic zone (QF-HZ) for summer base flow, winter base flow,
and stormflow conditions than Wondzell and Swanson [1996]. This was because we studied a stream with a
higher degree of gaining, and lower hydraulic conductivity (K). Our variation in hyporheic flow between
summer and winter base flow scenarios was due more to variation in groundwater levels than variation in
surface water levels. This agrees with other studies on first-order to third-order streams where ambient
groundwater recharge was found to limit hyporheic flow [Hester and Doyle, 2008; Sawyer and Cardenas,
2012]. Lautz and Siegel [2006] found that hyporheic flow occurred for gaining and not losing conditions,
while our study found that hyporheic flow occurred for slightly gaining and not highly gaining conditions.
Both studies indicate that hyporheic flow generally requires the degree of gaining to be within a fairly nar-
row range.

In-stream structure-induced hyporheic flow was eliminated during stormflow scenarios when the stream
stage was more than twice the height of the in-stream structure. This caused the head drop across the in-
stream structure to approach the stream slope eliminating the hydraulic gradient that drives hyporheic
flow. Hester and Doyle [2008] also came to this conclusion when performing a sensitivity analysis on struc-
ture size and stream depth, while Crispell and Endreny [2009] found that hyporheic flow did not occur at
cross vanes during stormflows. We also found that there was greater hyporheic flow for the downstream
weir (Figure 6) due to the greater head drop across the step.

For the range of stream sediment K used in this study, the hyporheic zone did not have a significant effect
on overall stream reach residence times because the proportion of surface flow that cycled through the
hyporheic zone was so small. By contrast, surface storage above inset floodplains dominated reach–level
retention or transient storage in our model. Despite the fact that residence times on the inset floodplains
were short (1–5 min), transient storage was still illustrated by a delay in reaching the steady state tracer con-
centration for the downstream channel breakthrough tracer curve when the tracer was added, and a delay
in going back to a concentration of zero when the tracer was turned off (Figure 7). Surface storage for
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reach-level transient storage was similarly found for streams without restoration [Jin and Ward, 2005] as
well as those with obstructions added [Ensign and Doyle, 2005; Stofleth et al., 2008]. Although not the focus
of our study, surface storage also occurred in our model behind in-stream structures at base flow. Surface
storage is illustrated by a decrease in channel flow velocity behind the in-stream structures and an increase
in storage volume in the backwater areas upstream of structures, similar to field results found for baffles by
Ensign and Doyle [2005]. The primary control on surface storage upstream of in-stream structures (during
summer base flow) and on inset floodplains (during stormflow) is stream stage.

4.2. Stream Restoration Design Controls on Solute Retention
4.2.1. In-Stream Structure-Induced Hyporheic Retention
We found that in-stream structures only induced hyporheic flow when certain conditions were met. These
conditions, outlined in section 4.1, included near-neutral groundwater environments, base flow stream
stage, and K sufficiently large for a significant proportion of the streamflow to enter the hyporheic zone.
Such conditions are necessary but not sufficient to insure water quality effects, as all reactants must also be
present [Schnoor, 1996] and there must be sufficient residence time in the storage zone [Zarnetske et al.,
2011, 2012]. For substantial improvements in stream water quality, all of these conditions would have to be
met for a reasonable amount of the year.

Only 0.3% of channel flow traveled through the in-stream structure-induced hyporheic zone for a 90 m
reach with two in-stream structures at our maximum K of 1 3 1024 m/s. Gordon et al. [2013] similarly found
that cross vanes in streams with primarily gravel and cobbles (with some sand and silt) resulted in 0.2%–
0.4% streamflow entering the hyporheic zone for single structure over a �50 m reach. Their K is reasonably
close to our maximum, so the slight differences in hyporheic flow are likely due to differences in the degree
of gaining and structure height (our study at 0.3 m versus theirs at 0.44 and 0.75 m). Such hydrologic effects
of in-stream structure-induced hyporheic flow are additive. Therefore, restoring a longer reach with the
same structure spacing along the channel (i.e., structure density) can lead to a proportionally greater frac-
tion of flow entering the hyporheic zone.

Equations (6) and (7) may be used to estimate the length of channel necessary to cycle a given proportion
of stream water through the hyporheic zone. For example, cycling all stream water through the in-stream
structure-induced hyporheic zone once (QF-HZ 5 1) at Stroubles Creek would require approximately
3000 km of restored channel (for K 5 1 3 1026 m/s). This assumes 3000 km of third-order channel exist
with dimensions and flow similar to Stroubles Creek. Restoring streams reaches this long is clearly not feasi-
ble. This indicates that in-stream structure-induced hyporheic exchange could not realistically cycle all the
streamflow in this setting. The required length of stream would be substantially less with higher K (e.g.,
30 km for K 5 1 3 1024 m/s) though this is still unrealistic. The groundwater conditions and K at Stroubles
Creek are therefore not conducive to inducing significant in-stream structure-induced hyporheic flow.

From Darcy’s Law, we expect that c in equation (7) will be linearly related to the hydraulic gradient across
the in-stream structures and the surface area of upwelling groundwater. The structure height is the primary
control on the hydraulic gradient for neutral groundwater conditions. However, in highly gaining or losing
situations, the hydraulic gradient from the groundwater to the stream is larger than that induced by the in-
stream structure. This would effectively make the hydraulic gradient across the in-stream structure (and
therefore c) zero, in agreement with the hydraulic gradient dependence in Hester and Doyle [2008].

4.2.2. Inset Floodplain-Induced Surface Retention
Inset floodplain length and therefore fraction of bank with floodplains (Fb) control solute retention by inset
floodplains. As these parameters increased, the fraction of streamflow that flows onto inset floodplains
(QF-FP), the overall reach residence times enhancement ratio (RTER), the mass stored on inset floodplains,
and the residence time on individual inset floodplain segments all increased (Figures 5, 8, and 9). However,
all of these trends were nonlinear, and leveled off to varying degrees as floodplain length or Fb increased.
For example, QF-FP and RTER (for t50 and t75) leveled off at Fb less than 1.0 (Figures 5 and 8) due to the rela-
tionship between momentum and topographic controls on flow onto inset floodplains. Channel flow gener-
ally has greater momentum (depth and velocity) at the outside of meander bends [Leopold and Wolman,
1960], resulting in flow for the full floodplain (Fb 5 1.0) to be driven onto the floodplains primarily at the
upstream end of meanders with this flow reentering the channel at the downstream end [Naish and Sellin,
1996]. The smaller inset floodplain segments (Fb< 1) added topographic controls to this phenomenon.
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Water from the main channel was forced to reenter the channel wherever the inset floodplain segments
ended, cycling channel water more effectively. This topographic control is what caused the Q F-FP and RTER

to increase from Fb 5 0.00 to Fb 5 0.67. For Fb 5 0.67, the flow is not limited by the topographic controls,
resulting in similar QF-FP and RTER to Fb 5 1.0.

Equations (8) and (9) can be used to estimate the length of channel with inset floodplains required to
increase the overall stream residence time by a certain amount during stormflow. For example, for Fb 5 0.67
it would require approximately 200 m of restored channel at Stroubles Creek to increase the overall reach
residence time by 20% (RTER 5 1.2). Because this calculation involves extrapolation beyond our modeled
reach, it should be viewed as an estimate. Furthermore, the specific coefficients in equations (8) and (9)
were based on the stormflow hydraulics, inset floodplain geometry, and sinuosity of Stroubles Creek and
may not be appropriate for other streams. Nevertheless, the basic form of the equations should be more
widely applicable and is a useful heuristic to understand inset floodplain restoration effects on stream resi-
dence times.

The relationships between inset floodplain morphology, restored reach length, and retention are useful for
understanding how restored streams function. Nevertheless, due to the low stream residence times over
inset floodplains, the effect this restoration practice has on dissolved pollutants is expected to be minimal.
We acknowledge that modifications of these inset floodplains, such as increasing their width or adding
thicker vegetation, may increase residence times, but this is unlikely to substantially alter this basic
conclusion.

4.3. Comparison of Inset Floodplains and In-Stream Structures
One of the key findings of this study is that inset floodplains and in-stream structure-induced hyporheic
zones retained solutes in dramatically different ways (Table 4). For example, while inset floodplains retained
solutes for stormflow scenarios, in-stream structures retained solutes for summer base flow scenarios. Due
to these hydraulic differences, retention in the hyporheic zone occurred for a larger portion of the year than
retention on floodplains. On the other hand, floodplains induced higher exchange flows than structure-
induced hyporheic flow when such flows occurred. At least 10 km of stream with two structures every 90 m
would be needed to cycle the same amount of water through the hyporheic zone as flows onto the inset
floodplains of our 90 m model reach (depending on K and Fb).

The mass stored in the in-stream structure-induced hyporheic zone at steady state transport was up to an
order of magnitude larger than that stored on inset floodplains at steady state. Nevertheless, mass storage
in the hyporheic zone can be either greater or less than that on inset floodplains depending on season and
K because steady state is reached within minutes for inset floodplains (Figure 9a) but takes days to months
in the hyporheic zone (Figure 9b). Residence times in the hyporheic zone were several orders of magnitude
larger than those on the inset floodplains (consistent with Helton et al. [2012]) and are therefore expected
to lead to more complete reactions in many cases.

Surface storage due to inset floodplains occurred during approximately six storm events per year, or for
�1% of the year (Table 4). This frequency of inset floodplain engagement leaves seemingly little chance for
a water quality effect. Yet even this level of engagement is substantially more than bankfull floodplains that
are typically inundated once every 1–2 years [Soar and Thorne, 2011]. Furthermore, during stormflow events
far more than 1% of annual streamflow (e.g., �36% during the 10 days with the greatest flow [USGS, 2013])
and between 40% and 90% of annual pollutant loading occurs [Owens et al., 1991; Pionke et al., 1999; Royer

Table 4. Comparison of Retention Induced by In-Stream Structures and Inset Floodplainsa

Structure-Induced Hyporheic Zone Inset Floodplain

Time when retention element dominant Base flow Stormflow
Approximate % of year when engaged 20% 1%
Fraction of flow that enters storage zone (QF) 0.00003–0.003 0.3–0.6
Steady state storage (M/MMC) 2.8 0.2–0.5
Median residence time in storage zone (t50) 6–300 days 0.8–1.4 min
Reach residence time enhancement ratio (RTER) 1.0 1.1–3.3

aBold text indicates the restoration practice that leads to more retention for each metric.
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et al., 2006], making inset floodplains potentially more important than inundation frequencies suggest. Sev-
eral studies suggest that restoration efforts should focus on retention during these high pollutant loading
yet low probability events [Bayley, 1991; Hein et al., 2003; Rohde et al., 2006]. By contrast, in-stream struc-
ture-induced hyporheic retention occurred for approximately 20% of the year at Stroubles Creek (summer
base flow) while surface storage behind structures reduced overall reach velocities for over 90% of the year.
Depending on the groundwater conditions for a given stream, these percentages could vary considerably.

Given the magnitude of difference in exchange rates, residence times, and storage durations of the two resto-
ration practices, we conclude that neither in-stream structure-induced hyporheic zones nor inset floodplain
will generally have sufficient residence times and percent of flow simultaneously (Table 4) to impact water
quality via biochemical reactions. This limits the ability of these restoration practices to cause reductions of
many dissolved surface water contaminants moving downstream, at least in streams where K is within or
lower than the range we used in our model. For example, the fraction of streamflow that entered the hypo-
rheic zone for the 90 m reach modeled in this study is too low to have a significant impact on surface water
quality. Yet the residence times were likely long enough for reactions of pollutants (e.g., excess nitrate) to
occur in the induced hyporheic zones [Zarnetske et al., 2011, 2012]. For example, for hyporheic flow through a
gravel bar of a third-order stream Zarnetske et al. [2011] found that nitrification occurred for the first 7 h of
hyporheic flow, at which point denitrification became the dominant process with the concentration approach-
ing 0 after 30 h. As these residence times are orders of magnitude less than those predicted in our study, com-
plete reactions would be expected. In contrast, a significant fraction of stream water flows onto inset
floodplains (Figure 5). Yet the t50 on the inset floodplains are on the order of minutes, and are generally too
low to expect complete pollutant reactions to occur [Zarnetske et al., 2011, 2012]. Nevertheless, denitrification
is observed by B€ohlke et al. [2004] with storage residence times on the order of minutes during transient stor-
age experiments, indicating that some denitrification may occur on inset floodplains. These rates are expected
to be substantially less than those found where there are higher residence times [Roley et al., 2012b, 2012a].

The benefits of stream restoration are numerous and include reducing erosion, protecting infrastructure,
and various social benefits [Kenney et al., 2012]. However, within the range of stream characteristics (e.g., K)
evaluated in this study, we do not anticipate a significant reduction in surface water dissolved contaminants
moving downstream as a result of inset floodplains or in-stream structure-induced hyporheic exchange.

4.4. Evaluation of Key Model Parameters and Assumptions
We performed a sensitivity analysis to estimate the impact of the selection of the Manning’s roughness
coefficient (n) and the transverse mixing coefficient for surface water (et) used for this study. We varied n for
the main channel and inset floodplain at endpoints of a reasonable range of values (0.025–0.05 for the main
channel and 0.05–0.1 for the inset floodplain) [McCuen, 2005]. Stormflow models were run with all combina-
tions of the minimum, maximum, and base n for the main channel and inset floodplain. The maximum
changes in flow and residence time occurred when the minimum n was used for the channel and the maxi-
mum n was used for the inset floodplain or vice–a–versa, so only these two cases were analyzed for Fb 5 0.00,
0.22, 0.44, 0.67, and 1.0. Between these two extremes, RTER varied by less than 15%, QF-FP varied by no more
than 50%, and t50 on an individual inset floodplain segment varied by no more than 40%. These maximum
variations are each less than an order of magnitude, yet the difference in magnitude for residence times and
flow between the inset floodplains and structure-induced hyporheic zone is several orders of magnitude
(Table 4). Additionally, there was no change in the mass stored on the inset floodplains with n. As a result, our
conclusions from Table 4 (i.e., section 4.3) would be unaltered by selecting alternative values for n.

et was also varied across a range of reasonable values for natural channels (i.e., 0.01–0.2 m2/s) [Fischer, 1973;
Fischer et al., 1979], with stormflow models run for Fb 5 0.00, 0.22, 0.44, 0.67, and 1.0. RTER varied by a maxi-
mum of 35%, and the transport times on individual inset floodplain varied by no more than a factor of 2.
There was generally greater variation in transport time with et for the longer inset floodplain segments
(higher Fb), due to increased mixing associated with a higher et. There was no change in the mass stored on
the inset floodplains or flow onto the inset floodplains with et because et is only used for solute transport
calculations. The maximum variations are each less than an order of magnitude, yet the difference in resi-
dence times between floodplains and the structure-induced hyporheic zone was several orders of magni-
tude (Table 4), so the comparison between the two is again unaltered. In addition, both n and et were
held constant when evaluating the effect of variations in parameters such as Fb, K, and reach length
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(e.g., Figures 5–9), so conclusions drawn from the overall trends present in those figures are also independ-
ent of these parameters.

We modeled our stormflow scenario as steady state, yet stormflow conditions are transient by nature. This
would affect our results for both inset floodplains and structure-induced hyporheic zones, yet should not affect
our order-of-magnitude comparisons of the two storage zones. Fluctuations in surface water stage over short
time periods can create short-term hyporheic zones in streambed sediment [Zimmer and Lautz, 2014] and
stream banks [Sawyer et al., 2009]. The floodplain and bank K at Stroubles Creek is too low (1 3 1028 m/s) for
such rapid fluctuations to propagate far into the sediment matrix. Preferential flow in soil pipes and other mac-
ropores can increase exchange during storms [Menichino et al., 2014], but was beyond the scope of our study.

We assumed homogenous and isotropic sediment conditions for all groundwater modeling. We expect that
bed heterogeneity and anisotropic conditions would increase the flux in the hyporheic zone and decrease
residence times [Salehin et al., 2004; Sawyer and Cardenas, 2009] due to introduction of preferential flow
paths. Sawyer and Cardenas [2009] concluded that assuming isotropic and homogeneous conditions was
reasonable, while Salehin et al. [2004] found that changes in hyporheic flow varied by 20% or less. In these
studies, the changes in flow and median residence time are by less than an order of magnitude, but added
a great deal of additional spatial variability.

We assumed a constant channel slope for this model which omitted existing pools, riffles, and other natural
stream features where a significant portion of naturally occurring hyporheic flow would occur [Hester and Gooseff,
2010; Gordon et al., 2013]. As a result, the hyporheic zones induced by the in-stream structures represented the
entire hyporheic zone in the reach. This is consistent with our focus on the effect of restoration techniques, and
thus we report hyporheic flux induced by in-stream structures rather than induced by natural features.

Our use of breakthrough tracer curves located at the center of mass flux leaving storage zones resulted in
residence times that represented the overall system reasonably well, although the longest flow paths were
omitted. Breakthrough tracer curves from cells at the downstream end of the inset floodplains, as well as
from cells further than 1 m from the in-stream structures, indicated longer residence times than found at
the center of mass flux. This study analyzes median residence times and not the entire residence time distri-
bution. These results are sufficient for comparative purposes with the understanding that flow paths with
residence times shorter and longer than the median residence time are also expected.

We did not perform a grid size sensitivity analysis because MIKE SHE required over a week to run a single
model when the grid size was reduced by half (to 0.5 m by 0.5 m), which would make our sensitivity analysis
prohibitive and change the overall nature of our study. Such a sensitivity analysis was performed in Wond-
zell et al. [2009] for a small mountain stream. Reducing the grid size from 1 m by 1 m to 0.5 m by 0.5 m led
to �15% increase in hyporheic flow, and a grid size of 0.125 m by 0.125 m led to �30% increase in hypo-
rheic flow from a 1 m by 1 m grid. In our study, the effects of such grid adjustments would not change the
trends of hyporheic flux versus controlling parameters, nor the relative comparisons with inset floodplain
flux given the multiple orders of magnitude difference we observed.

5. Conclusions

Retention of channel water in off-channel storage zones such as the hyporheic zone or inset floodplains is
typically required for significant contaminant reactions to occur in stream systems. We used coupled surface
water-groundwater modeling of hydraulics and solute transport (MIKE SHE) to analyze the effects of in-
stream structures and inset floodplains on solute retention in streams, while varying hydraulic and geologic
conditions, and design parameters. In-stream structures-induced solute retention in the hyporheic zone at
locations where there were relatively neutral groundwater conditions during base flow. Such hyporheic
flow was highly dependent on K. Inset floodplain-induced surface retention occurred only during stormflow
when the stream stage was higher than the inset floodplain elevation.

Simple scaling relationships generated from our model output are useful for understanding the effects of
design parameters or constraints on hydraulic retention (equations (6–9)). For example, increasing the frac-
tion of the stream bank with inset floodplains increased exchange flow and reach residence times up to a
point, after which it leveled off. Increasing the length of restored reach increased hydraulic retention in
both structure-induced hyporheic zones and inset floodplains.
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Inset floodplains and in-stream structure-induced hyporheic zones retained solutes in dramatically different
ways (Table 4). For example, in-stream structure-induced hyporheic retention occurred for approximately
20% of the year (primarily during summer), while inset floodplains led to surface storage for approximately
1% of the year (during storms). The fraction of streamflow passing onto inset floodplains was one to three
orders of magnitude higher than that cycling through the in-stream structure-induced hyporheic zone,
while hyporheic zone residence times were approximately three to five orders of magnitude larger than for
inset floodplains. Further, the solute mass stored in the hyporheic zone at steady state was approximately
one order of magnitude larger than that stored over the inset floodplains.

Given these distinctions, within the range of stream characteristics explored in this study (e.g., K), neither
structure-induced hyporheic zones nor inset floodplains were expected to simultaneously have both suffi-
cient residence time and sufficient percent of flow to allow substantial reaction of dissolved surface water
contaminants. The corresponding effect on dissolved pollutants from these stream restoration practices
would therefore likely be minimal.
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